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The binding energies (BEs) of alkali metal monocations and alkaline-earth metal dications to a series of
small oxygen and nitrogen bases have been evaluated by means of CCSD(T) calculations on B3-LYP optimized
structures. These calculations were carried out both using all-electron basis sets, and additionally using an
effective-core potential (ECP) to describe the inner electrons of the metal. A theoretical model aiming at
analyzing the effects on the binding energy trends of electrostatic, polarization, and covalent contributions,
as well as geometry distortion, was employed. From this analysis, we conclude that although the neutral-ion
interaction energy for alkali and alkaline-earth metal cations is dominated by electrostatic contributions, in
many cases the correct basicity trends are only attained once polarization effects are also included in the
model. This is indeed the case when Ca2+ and K+ are bound to ammonia and formaldehyde. Geometry
distortions triggered by polarization are also necessary, in some cases, to obtain the correct basicity trends.
In addition, in particular for alkaline-earth dications, the energy associated with covalent interactions sometimes
dictates the basicity trend. Our observations imply that simple models based on ion-dipole interactions, that
are frequently used in the literature to explain affinity trends in ion-molecule reactions, are generally not
likely to be reliable.

Introduction

One of the most important achievements of gas-phase ion
chemistry has been the determination of so-called intrinsic
reactivities, i.e., reactivities that molecules exhibit without the
interference of solvent. This has led, in many cases, to a better
understanding of chemical bonding. There has been extensive
emphasis on the determination of proton affinities and other
binding energies.

At the present time, not only have extensive proton affinity
scales been established,1 but basicity scales with respect to
several metal monocations (M+), such as Li+, Al+, Na+, etc.,
are also known.2-6 Quite often, at least for homologous series
of molecules, the gas-phase M+ binding energies are linearly
correlated with the corresponding gas-phase proton affinities,
showing that relative basicities frequently follow similar trends,
independent of the reference acid. Some exceptions to this
general behavior have also been reported in the literature.7 One
of these exceptions is the enhanced basicity of triazoles,
tetrazoles and polyazines toward alkali metal cations.7,8 This
has been attributed to the ability of these metal monocations to
give rise to nonclassical bridged structures, in which the cation
simultaneously polarizes two (or more) contiguous basic centers.
The role of these bridged structures in the interaction of alkali
metal cations with small molecules2,9 and with DNA bases10,11

has also been well established.
In the past decade, increasing attention has been devoted to

the study of complexes involving metal dications, partly because
of the development of electrospray experimental techniques that

permit the generation of multiply charged species in the gas-
phase.12 This has triggered a number of theoretical studies
devoted to the assessment of various theoretical methods for
the treatment of doubly charged ions.13-18 Due to the scarcity
of reliable experimental data on binding energies for metal
dications, these assessments generally need to be carried out
by using high-level ab initio calculations as a reference. This
was indeed the case in our recent assessment study for Ca2+, in
which we used the W1C and W2C theoretical procedures as a
suitable benchmark.18 One interesting prediction from that work,
based on both high-level ab initio and density functional theory
procedures, was that the binding energy of Ca2+ to formaldehyde
is greater than that to ammonia. This contrasts with the well-
established observation that the gas-phase basicity of ammonia
is larger than that of formaldehyde,1 and with the fact that the
experimental Li+ binding energies4 and the G2-calculated Mg2+

binding energies16 follow the same order. A similar basicity
inversion was theoretically predicted by Ma et al.19 when the
reference acid is K+, and confirmed by the calculations carried
out in the present study. Also interestingly, it has been found20

that the binding energy of Na+ cations to CH3CHO is greater
than to CH3NH2, despite the fact that the latter has a much larger
proton affinity.

This unusual behavior prompted us to undertake a systematic
study of the factors that might be responsible for these basicity
inversions. The nonclassical structures that were found in the
cases of the azoles and azines mentioned above cannot provide
the answer for ammonia and formaldehyde since these are
monodentate bases. To broaden the scope of our analysis, we
have incorporated in our study several other oxygen and nitrogen
bases, namely water, hydrogen cyanide, methanimine, and
methylamine, chosen partly on the basis of their electrostatic
properties, included in Table 1.21 HCN was selected because
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its dipole moment is slightly greater than that of formaldehyde
but its polarizability is slightly smaller. Methanimine was
included as the nitrogen analogue of formaldehyde. Finally,
methylamine was included because its dipole moment is not
very different from that of ammonia, but it has a higher
polarizability.

Computational Details

Standard ab initio and density function theory (DFT) calcula-
tions were carried out with the Gaussian 98 suite of programs.22

The geometries of neutral molecules and their complexes with
metal mono- and dications were optimized using B3-LYP. The
binding energies were then obtained through CCSD(T) (with a
(riv,rv) correlation space) single-point energy calculations using
the B3-LYP optimized geometries. To estimate the various
contributions to the bonding, we have compared all-electron
calculations with calculations in which the core electrons of
the metal are replaced by an effective-core potential (ECP).

For the all-electron calculations, a 6-311+G(3df,2p) basis set
for all atoms was used for geometry optimizations, as well as
for the evaluation of the harmonic vibrational frequencies, and
hence the zero-point vibrational energy (ZPVE) corrections. The
all-electron binding energies were obtained at the CCSD(T)/6-
311+G(3df,2p)//B3-LYP/6-311+G(3df,2p) level.

For the ECP calculations, due to the kind of model we
propose for our analysis (vide infra), we have chosen a large-
core ECP. These pseudopotentials consider the ns and np
orbitals, which are unoccupied for the metal cation, as valence
orbitals, while all the occupied orbitals are considered as part
of the core. For example, for calcium the orbitals below 4s and
4p are treated as the core. This characteristic facilitates the
separation of the electrostatic and polarization contribution from

the covalent interaction energy, since only these ns and np
valence orbitals of the metal will be involved in the charge
transfer from the base.

We have chosen the Stuttgart relativistic large-core potential
as the ECP23,24because it is the only large-core ECP examined
here that we found to predict the same basicity ordering as that
provided by the all-electron CCSD(T)/6-311+G(3df,2p)//B3-
LYP/6-311+G(3df,2p) calculations for the present systems. The
other large-core ECPs examined, namely, the SKBJ pseudopo-
tential developed by Stevens and co-workers25,26 and the
LANL1DZ electrostatic core potential,27 overestimate the bind-
ing energy between Ca2+ and oxygen bases, and therefore they
are not well suited for our analysis.

The Stuttgart relativistic large-core ECP uses, as its default,
a double-ú (DZ) (4s,4p)/[2s,2p] basis set to describe the valence
orbitals. However, in a previous study, we found that all-electron
DZ basis sets when used with ab initio and DFT methods may
not be sufficiently flexible to consistently yield reliable binding
energies or even to give the correct basicity ordering for Ca2+

dication.18 In this previous work, we also found that 6-311+G-
(3df,2p), a triple-ú basis which includes diffuse functions as
well as polarization functions on both hydrogen and heavier
elements, yielded reliable geometries and binding energies.
Therefore, to achieve a similar basis set quality when the
Stuttgart relativistic large-core ECP is used, we have optimized
diffuse and polarization functions for first-, second- and third-
row alkali and alkaline-earth elements.

For this purpose, we have followed the optimization scheme
used by Glukhovtsev et al.28 for the construction of G2[ECP]
basis sets for bromine and iodine, which yielded results
comparable in accuracy to those obtained in all-electron
calculations. Extended basis sets have previously been con-

TABLE 1: Absolute Binding Energies of Metal Mono- and Dications to Selected Basesa

baseb Li + Na+ K+ Be2+ Mg2+ Ca2+

AE ECP lit. AE ECP lit. AE ECP lit. AE ECP lit. AE ECP lit. AE ECP lit.

H2O 336.8i 242.6m

1.85 137.0 133.6 140.0c 95.6 90.1 94.6( 7.5d
67.7 61.6 74.9f

592.9 591.2616.3h
328.2 324.6343j

222.4 204.7230j

1.45 100c 92.5c 70.7g 583.2q 328.0k 223.5l

691.0 329.6l

HCN
2.98 146.8 142.3150n

106.7 100.1 76.9 70.6 78.4p 654.5 652.7 377.0 371.7 376.5j 256.1 237.52.59 152o

712.9
CH2O
2.33 145.1 141.2151o

103.8 97.4 95.8e 75.7 68.8 77.9p 672.9 669.4 623.4q 374.6 370.9375.5k
263.1 240.5 274.7s2.77 150n 366.5r

712.9
NH3

1.47 156.4 152.8161n
109.1 102.3107.1e

74.1 67.0 71 ( 9g
688.5 687.4 731.8w 392.8 386.3391.7k

255.2 233.0255.1l

2.10 164o 102.2( 7d 79 ( 7u 393.0l 266.4s

853.6 122s 84.1V

CH2NH 166.4 162.0 - 117.2 109.9 113.0e 81.7 73.9 - 753.5 751.7 431.4 424.2 - 285.0 259.5
-
-
852.9
CH3NH2

1.31 166.4 162.2 172o 115.9 107.9110.0e
78.7 70.1 79.9g 760.5 758.6 435.7 427.7 434.2k 284.4 256.2375 134l

899.0 132.0x

a All binding energies are in kJ mol-1. AE and ECP stand for all-electron and effective-core-potential calculations, respectively. Both sets of
values include ZPVE corrections. Unless otherwise noted, values from the literature (lit.) correspond to experimental values. In the absence of such
values, theoretical estimates at the level indicated in the corresponding footnote are included.b Beneath the name of each base are listed its dipole
moment (in D) and its polarizability (in 10-24 cm3) taken from ref 21 and its proton affinity (at 298 K in kJ mol-1) taken from ref 1.c Ref 37.d Ref
20. e Ref 44. f Ref 36.g Ref 39.h MP2/6-311G** level ref 48.i MP2/aug-cc-pVTZ level ref 52.j CPF/TZ level ref 47.k dG2thaw(QCI) level ref
16. l G2(QCI) level ref 14.m MP2/6-31+G* level ref 52.n Ref 38.o Ref 41.p B3-LYP/6-311+G(3df,2p) level ref 19.q CCSD(T)/6-311+G(d,p)//
B3-LYP/6-31+G(d) level ref 51.r G2 level ref 50.s W2C level ref 18.t Ref 42.u Ref 46.V Ref 40.w MP2/6-31G(d,p) level ref 49.x Ref 43
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structed using the same procedure29,30 for elements such as Sn
and Pb for use with different ECPs. Hence, to construct our
6-311+G(3df,2p)-type basis sets for Li, Na, K, Be, Mg,and Ca,
we have started by completely uncontracting the original DZ
[31,31] set, generating a QZ [1111,1111] basis set. The d
function exponents were then optimized through QCISD(T)
calculations on the MH and MH2 B3-LYP/6-311+G(3df,2p)
optimized geometries, where M is the alkali or the alkaline-
earth metal considered in this work. These QCISD(T) optimiza-
tions were carried out with the [1111,1111] sp contraction
scheme for the metal and a 311G(p) basis for hydrogen. To
create multiple sets of d functions from a single optimized
function, we have adopted the usual procedure, in which the
new exponents are obtained as multiplesnRd and fractionsRd/n
of the single optimized exponentRd. For first- and second-row
elements,n ) 2 andn ) 4 are used for splitting into two and
three functions,31,32 while values of n ) 2 and n ) 3,
respectively, are used for (2d) and (3d) splitting in third-row
elements.

With the [1111,1111,1] valence basis set generated in the
previous step, the diffuse s and p exponents were optimized
independently, at the QCISD(T) level, for the M- (M ) Li, Na
and K) and MH- (M ) Be, Mg and Ca) anions, the latter with
their B3-LYP/6-311+G(3df,2p) optimized geometries. The set
of f polarization functions was then obtained through QCISD-
(T) calculations combined with the [1111,1111,11] valence basis
set for all the alkali and alkaline-earth hydrides. The optimized
values for all the exponents of polarization and diffuse functions
determined in the present study are shown in Table 2. Thus,
for geometry optimizations, at the B3-LYP level, the ECP with
a [1111,1111,111,1] plus a diffuse sp set for the metal is
combined with a 6-311+G(3df,2p) basis set for the remaining
atoms of the system. This basis set for the metals will be referred
to as [ECP]6-311+G(3df,2p).

Electrostatic and polarization contributions are known to play
a significant role in the interactions between a metal cation and
a base.13,33 For example, for complexes with alkali metal
monocations, these electrostatic and polarization interactions are
the main contributors to the bonding,8,13 the covalent effects
being rather small. For complexes with metal dications such as
Ca2+, electrostatic and polarization effects must be stronger,
while covalent interactions are still small. There is an additional
binding energy contribution that comes from the geometry
distortion that is mainly the result of polarization effects arising
from interaction between the neutral base and the cation.
Although further geometry distortions associated with covalent
interactions exist, they are generally less significant, as we shall
show later.

A variety of energy partitioning techniques have been
proposed in the literature to estimate the extent of the various
contributions to the bonding.34 In the present paper, we have
used a theoretical model that was inspired by the technique used
by Horn and Ahlrichs35 to measure the ionic character of bonds,

and the method used by Magnusson13 to estimate the covalent
contributions to the binding energies.

The model that we have employed uses B3-LYP/6-311+G-
(3df,2p) geometries in conjunction with CCSD(T) single-point
energies (other than for the electrostatic energies where B3-
LYP/6-311+G(3df,2p) was used) and the following procedures:

(a) The electrostatic interaction energies (elect) were estimated
by evaluating the molecular electrostatic potential created by
the base in its optimum geometry at the point at which the metal
is located in the B3-LYP/6-311+G(3df,2p) geometry of its
complex. Twice this value is used for the dications. It should
be noted that, strictly speaking, this model considers the cation
as a point charge.

(b) The combination of electrostatic and polarization interac-
tions (elect+ pol) was estimated as the interaction energy of
the base (again in its optimum geometry) with the metal mono-
or dication, as described by the ECP exclusively, i.e., without
including the corresponding valence functions for the metal. In
this way, only the polarization of the base is taken into account,
with no charge transfer from the base to the metal cation being
able to take place.

(c) To add the effect on binding energy of the geometry
distortion associated with polarization to the electrostatic and
polarization contributions (elect+ pol + def(pol)), we have
optimized the geometry of the complex at the B3-LYP/[ECP]/
6-311+G(3df,2p) level, keeping the metal-ligand distance
frozen to a value equal to that in its B3-LYP/6-311+G(3df,2p)
optimized geometry. The notation [ECP]/6-311+G(3df,2p)
indicates that while 6-311+G(3df,2p) is used for the other atoms,
the metal is described exclusively by its core potential, i.e.,
without including valence basis functions. This applies both to
the geometry optimizations and to the CCSD(T)/[ECP]/6-
311+G(3df,2p) energy calculations.

(d) Covalent contributions were included (elect+ pol + def-
(pol) + cov) by estimating the interaction energy between the
base and the mono- or dications at the CCSD(T)/[ECP]6-
311+G(3df,2p) level, using the geometry optimized in the
previous step but including for the metal not only the ECP, but
the corresponding valence basis as well.

(e) The full ECP binding energy was obtained using the same
scheme as in step d, but after fully optimizing the geometry of
the complex (elect+ pol + def(pol) + cov + def(cov)) at the
B3-LYP/[ECP]6-311+G(3df,2p) level. The energy change with
respect to step d, obtained through single point CCSD(T)/
[ECP]6-311+G(3df,2p) calculations, measures the effect of the
geometry distortion caused by the covalent contribution. As we
shall show later, this geometry distortion is much less important
than the one arising from polarization effects.

(f) The full all-electron binding energy was obtained for
comparison using conventional CCSD(T)/6-311+G(3df,2p)//B3-
LYP/6-311+G(3df,2p) calculations.

Results and Discussion

The calculated binding energies are compared in Table 1 with
available experimental data.19,20,36-46 Due to the scarcity of
experimental values, in particular when dealing with metal
dications, we have listed higher level theoretical estimates
reported in the literature14,16,18,47-52 for those cases in which
relevant experimental information is not available. In general,
our calculated binding energies are in reasonable agreement with
the available experimental values and the previous high-level
theoretical estimates.

It is worth noting to begin that there is an excellent linear
correlation between the calculated all-electron binding energies

TABLE 2: Variationally Optimized Exponents for
Polarization (d,f) and Diffuse (s,p) Functions for Alkali and
Alkaline-Earth Elements To Be Used with the Stuttgart
Relativistic Large-Core ECP

metal d f s p

Li 0.1280 0.1605 0.0084 0.0093
Na 0.1093 0.1251 0.0073 0.0286
K 0.1779 0.1012 0.0064 0.0095
Be 0.2820 0.2814 0.0093 0.0196
Mg 0.1888 0.1875 0.0102 0.0130
Ca 0.2287 0.1397 0.0078 0.0077

Binding Energies of Formaldehyde and Ammonia J. Phys. Chem. A, Vol. 109, No. 30, 20056737



and those obtained through the use of the ECP approach (see
Figure 1). This good correlation lends confidence to the
reliability of our estimates of the contributions of the various
components to the final BE, obtained using the ECP model
described above.

Since we are interested in the trends rather than in the absolute
values, we have evaluated the relative contributions of the
different components of the total binding energy, taking as a
common reference water, which is systematically the least basic
of all the molecules under scrutiny in this study. It is worth
noting that the relative BE(ECP) and relative BE(all-electron)
values follow essentially the same trends, and the relative BEs
are very similar in magnitude (see Figure 2). Only for Ca2+,
and to a lesser degree for K+ and Mg2+, are the differences
larger because, as expected for these cations, the large-core ECP
should be less accurate. For example, it is now well established
that the inclusion of “inner-valence” orbitals in the correlation
space (as opposed to them being part of the frozen core) is an
essential aspect of obtaining reliable results for Ca- and K-
containing molecules.53 Nevertheless, even in these cases the
basicity trends obtained in all-electron calculations are correctly
reproduced by the ECP approach.

The relative contributions to the binding energies are sum-
marized in Table 3. The first two columns include the
electrostatic (elect), and electrostatic+ polarization (elect+
pol) effects, respectively. Column three adds the geometry
distortion effects triggered by polarization (def(pol)). In columns
four and five, the covalent interactions (cov) and the resulting
geometry distortions (def(cov)) are added to the model. Column
six (relative BE(ECP)) includes the ZPVE corrections to yield
the best relative ECP binding energies.

It must be noted that small variations in relative values do
not necessarily imply small changes in absolute values. For
example, covalent effects are expected to be important in Be2+

complexes and, indeed, these effects account for 147-177 kJ
mol-1 of their absolute binding energies. However, as shown
in Table 3, the effect of including covalent interactions for the
complex between Be2+ and HCN, for example, leads to a change
of just 3.4 kJ mol-1 in the relative binding energy.

To better follow our discussion, it is worth recalling here
that the gas-phase proton affinities for the set of molecules under

investigation in this study follow the trend: H2O < HCN ∼
CH2O < NH3 ∼ CH2NH < CH3NH2 (see Table 1).1 The first
conspicuous fact from Table 3 is that this pattern is not
reproduced for any of the metal cations. For example, while
the PAs of HCN and CH2O are practically equal, their Be2+

binding energies differ by about 17 kJ mol-1. Also, as mentioned
in the Introduction, ammonia behaves as a stronger base than
formaldehyde for H+, Li+, Na+, Be2+, and Mg2+, while the
binding energies of K+ and Ca2+ to ammonia are about 2 and
7 kJ mol-1, respectively, lower than those to formaldehyde. It
has also been reported in the literature,20 as another somewhat
unexpected result, that NH3 binds more strongly than H2O to
Li+ and Na+, despite water having a larger dipole moment.3

These findings have been previously explained in terms of the
effective position of the dipole of the two systems.54 However,
neutral-cation electrostatic interactions depend not only on the
dipole moment of the base, but also on the existence of higher
multipoles, and therefore it is desirable to take into account the
whole multipole expansion by evaluating the corresponding
molecular electrostatic potential. When this is done, the
electrostatic interaction of water with mono- and dications is
systematically lower than that of ammonia (see first column of
Table 3), despite the fact that the dipole moment of water is
larger than that of ammonia.

This is also the case in the comparison of HCN and H2O.
Although the dipole moment of HCN is larger than that of water,
the electrostatic potential is rather similar for the two molecules,
the largest differences being 5.3 and 15.2 kJ mol-1 for Li+ and
Be2+ complexes, respectively. Polarization effects clearly favor
the association to HCN, and this situation remains when
geometry distortion effects, covalent contributions and ZPVE
corrections are included in the model. Accordingly, HCN is
more basic than H2O, not only in protonation processes but also
with any of the reference acids considered in this work.

If HCN is now compared with ammonia, the electrostatic
potential is, in all cases, larger for ammonia despite its smaller
dipole moment. When polarization effects are included, the BE
gap decreases (from 36.0 to 6.5 kJ mol-1 for Li+, from 113.8
to 38.9 kJ mol-1 for Be2+, and from 58.0 to 7.2 kJ mol-1 for
Mg2+) or even changes sign (from 19.8 to-0.9 kJ mol-1 for
Na+, from 8.9 to-7.4 kJ mol-1 for K+, and from 34.0 to-10.7
kJ mol-1 for Ca2+). The reason the inversion of the BE gap is
only observed for Na+, K+ and Ca2+ can be understood by
noting that the electrostatic interaction difference becomes
smaller as the metal cation becomes larger, and therefore only
in these cases are polarization effects able to counterbalance
this difference. The situation does not change significantly when
geometry distortion effects are included, although the gap does
close a little, and for Na+ it changes sign. This implies that, if
only electrostatic+ polarization+ geometry distortion effects
were playing a role, one should expect, K+ and Ca2+ to bind
slightly more strongly to hydrogen cyanide than to ammonia.
Quite unexpectedly, this situation is modified for these two
cations when covalent effects are added, and both K+ and Ca2+

attach to HCN and NH3 with almost identical binding energies.
Similarly, for Na+ the inclusion of covalent effects enhances
further the interaction with ammonia and its binding energy is
larger than that to HCN.

Hence, one important conclusion of this analysis is that,
although for alkali and alkaline-earth metal cation complexes
the dominant interactions are electrostatic+ polarization, in
some cases the correct binding energy ordering is only recovered
when the geometry distortion and covalent contributions are
included in the model. Somewhat similarly, in a study of the

Figure 1. Linear correlation between binding energies (BEs) calculated
with all-electron and ECP procedures for alkali and alkaline-earth metal
cation complexes with nitrogen and oxygen bases after including ZPVE
corrections, leading to BE(ECP)) 1.0072 BE(all-electron)-10.015,
with r2 ) 0.999.
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binding of Li+, Na+, K+, Mg2+, and Ca2+ to water, ammonia,
hydrogen sulfide and phosphine, Magnusson found that covalent
effects explain the major departures from electrostatic behav-
ior.13

Let us analyze in detail some other illustrative cases where
covalent effects and geometry relaxation contributions play an
important role in determining the correct basicity trend.
Formaldehyde and HCN have almost identical gas-phase proton
affinities.21 However, their binding energies to metal mono- and
dications, although generally rather close, show larger differ-
ences for Be2+ and, to a lesser extent, for Ca2+. As can be seen
in Table 3, the electrostatic interactions are always more
favorable for HCN than for CH2O, but the binding energy gap
practically disappears (K+) or even changes sign (Li+, Na+,
Mg2+, and Ca2+) when polarization and geometry relaxation
effects are included. Be2+ is the only exception because, in this
case, the electrostatic interaction gap is so large that it is not
fully counterbalanced by the polarization and geometry distor-
tion contributions. The effect of including covalent interactions
is, as expected, rather small for alkali cations but significantly
larger for dications, in particular for Be2+. Nevertheless, for
Li+, Na+, and K+ the inclusion of covalent interactions changes
the trend and now HCN is predicted to bind these ions slightly
more strongly than CH2O, while for the alkaline-earth dications
it is the other way around. Changes associated with the geometry
distortion triggered by the inclusion of covalent interactions and
with the ZPVE are very small, and the final result is that alkali
metal cations bind HCN more strongly than CH2O, while Be2+

and Ca2+ are predicted to bind CH2O more strongly than HCN.
For Mg2+ the two binding energies are rather similar.

Methylamine can be taken as an illustrative example of the
significant role that geometry relaxation effects arising from
the polarization contribution may play in obtaining the correct
basicity order. If geometry relaxation effects coming from the
polarization effects are neglected, methanimine is predicted to
be a stronger base than methylamine independent of the
reference acid (see second column of Table 3), with the only
exception being Be2+ for which both values are very close.
However, methylamine is more easily distorted by cation
attachment, leading to larger polarization effects. Accordingly,
when geometry relaxation effects are included, the binding

energy gap reduces significantly so that methylamine and
methanimine are predicted to have rather similar BEs, again
with the exception of Be2+, for which the methylamine binding
energy is clearly higher. Some interesting basicity inversions
are found, with methanimine predicted to bind, Na+, K+ and
Ca2+ more strongly than methylamine, despite the fact that the
PA of methylamine is 80 kJ mol-1 larger than that of
methanimine.1

Geometry distortions associated with polarization are also
important in obtaining the correct basicity trend in the case of
HCN and CH3NH2. When only electrostatic+ polarization
effects are included in the model, Li+, Na+, Be2+, and Mg2+

bind more strongly to CH3NH2 than to HCN, while the opposite
behavior is found when the reference acids are the larger cations,
K+ and Ca2+. Geometry distortion effects, which clearly favor
methylamine in this case, again cause the binding energy
difference to change sign in the case of Ca2+, become slightly
smaller for K+, and increase for the smallest cations Li+, Na+,
Be2+, and Mg2+. The addition of covalent effects and the
geometry distortion contributions associated with them, are also
quantitatively significant. For example, for K+ they are respon-
sible for a change in the sign of the gap (from-4.2 to+1.5 kJ
mol-1). For Na+ and for Ca2+, they are responsible for an
increase in the energy gap from 4.8 to 10.2 kJ mol-1 and from
9.0 to 20.7 kJ mol-1, respectively, in favor of methylamine.

Geometry distortion contributions to the binding energies
induced by covalent effects are found to be generally small (less
than 3 kJ mol-1 in all cases), and their inclusion does not
introduce any significant changes to the basicity trends.

It is also interesting to analyze in detail the effects associated
with methyl substitution, in going from ammonia to methy-
lamine. The differences in the electrostatic interactions are
generally small (0.1-3.0 kJ mol-1), even when dications are
involved. Only for Be2+ is this difference large (9.9 kJ mol-1).
However, methylamine has a larger polarizability than ammonia,
and when polarization and associated geometry relaxation effects
are included in the model, the methylamine BEs are systemati-
cally larger than those of ammonia. In this case, covalent
interactions are also stronger for methylamine than for ammonia,
because the methyl inductive effect enhances the electron-donor

Figure 2. Comparison between all-electron (AE) and effective-core-potential (ECP) binding energies (in kJ mol-1) relative to H2O. Along the
horizontal axis, 1) HCN, 2 ) CH2O, 3 ) NH3, 4 ) CH2NH, and 5) CH3NH2.
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capacity of methylamine. Hence, when covalent interactions are
included, the BE gap increases further, especially for dications.

The inclusion of the ZPVE correction leads to a decrease in
the calculated absolute BE due to the presence of an extra bond
in the complex, but the effects on the relative BEs are small, as
illustrated in Table 3. It is evident, however, that the effect of
this correction depends on the strength of the neutral-ion
interaction and therefore the absolute values for the ZPVE
correction are smaller for K+ complexes than for Li+-complexes.
However, even for the two extreme cases, namely the Be2+-
and K+-complexes, the inclusion of ZPVE corrections accounts
for only 7 kJ mol-1. For example, if a ZPVE correction is not
included, the ECP binding energy of methanimine to Be2+ is
predicted to be 684.6 kJ mol-1 higher than its binding energy
to K+. After including the corresponding ZPVE corrections, this
gap changes only slightly to 677.8 kJ mol-1. Similarly, the
binding energies for K+ to HCN and NH3 are almost equal if
the ZPVE is not taken into account, and they differ by about 4
kJ mol-1 when these corrections are included.

At this point, we address the question of why the ordering
of the binding energies of CH2O and NH3 to Ca2+ and K+ is
the reverse of their binding energies to H+, Li+, and Na+.
Although the electrostatic potential is systematically larger for
ammonia than for formaldehyde, the inclusion of polarization
effects and the geometry distortion associated with them, reduces
significantly the energy difference in the case of Li+, Na+, Be2+,
and Mg2+, and reverses the ordering in the case of K+ and Ca2+,
so that binding to formaldehyde is favored. Covalent effects
are larger for ammonia, which is a better electron donor than
formaldehyde. Consequently, while the preference for binding
to NH3 increases for Li+, Na+, and Mg2+ the preference for
CH2O is maintained but decreases for Ca2+, and is reversed to
a preference for binding to NH3 for K+. Finally, for K+ and
Ca2+ cations, the inclusion of covalent geometry distortions and
ZPVE corrections increases the preference for binding to CH2O
compared with NH3. Thus the main contribution to the prefer-
ence for K+ and Ca2+ to bind to CH2O rather than to NH3
appears to stem from the greater polarization effect.

TABLE 3: Relative Energy Contributions to the Binding Energies of Metal Mono- and Dications to Basesa

elect elect+ pol
elect+ pol +

def(pol)
elect+ pol +
def(pol)+ cov

elect+ pol +
def(pol)+ cov +

def(cov)

relative BE (ECP)
[elect+ pol + cov +

def(cov)+ ZPVE]

Li +

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN -5.3 5.8 5.4 6.3 6.5 8.7
CH2O -14.4 4.8 6.8 6.0 6.2 7.5
NH3 30.7 12.3 14.4 21.2 21.2 19.1
CH2NH 26.2 19.9 20.6 28.0 28.6 28.4
CH3NH2 30.6 16.4 21.0 29.0 29.2 28.5

Na+

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN -0.1 6.2 5.7 7.6 7.7 10.0
CH2O -6.5 5.0 6.5 5.5 5.6 7.3
NH3 19.7 5.3 6.9 13.7 13.9 12.2
CH2NH 17.9 12.4 13.1 19.2 19.5 19.8
CH3NH2 17.5 6.7 10.5 17.7 17.9 17.8

K+

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN 1.4 7.5 7.1 6.7 6.7 9.0
CH2O -2.1 5.9 6.9 5.4 5.5 7.2
NH3 10.3 0.1 1.4 6.4 6.5 5.4
CH2NH 11.1 7.3 8.0 11.3 11.6 12.3
CH3NH2 8.2 0.2 2.9 7.9 8.2 8.5

Be2+

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN -15.2 57.8 57.0 60.4 60.8 61.5
CH2O -56.4 40.7 50.4 78.4 78.5 78.3
NH3 98.6 96.7 100.1 99.1 99.0 96.3
CH2NH 85.4 137.4 141.0 161.2 161.9 160.5
CH3NH2 108.5 138.5 155.3 167.1 166.9 167.4

Mg2+

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN -1.1 34.3 33.8 44.9 45.1 47.0
CH2O -20.4 34.4 40.5 45.1 45.3 46.3
NH3 56.9 41.5 45.2 64.4 64.5 61.7
CH2NH 51.5 71.5 74.1 99.9 100.2 99.6
CH3NH2 55.2 64.2 76.7 102.8 103.4 103.1

Ca2+

H2O 0.0 0.0 0.0 0.0 0.0 0.0
HCN 2.0 24.3 23.4 29.8 30.4 32.9
CH2O -7.4 21.7 25.8 33.4 34.5 35.8
NH3 36.0 13.6 18.5 30.2 30.3 28.4
CH2NH 39.4 33.0 35.1 53.2 54.6 54.8
CH3NH2 38.9 23.5 32.4 49.5 51.1 51.5

a Relative energies given correspond to the successive inclusion of electrostatic (elect), polarization (pol), geometry deformation arising from
polarization (def(pol)), covalent (cov) and geometry relaxation induced by covalent interactions (def(cov)) effects. All values in kJ mol-1 relative
to the contribution with H2O as the base.
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Concluding Remarks

From our analysis we can conclude that a simple electrostatic
model cannot reliably explain the trends in metal cation binding
energies. Although for alkali and alkaline-earth metal cations,
the major part of the neutral-ion interaction energy comes from
electrostatic contributions, in many cases the correct basicity
trend is only attained once polarization effects are included in
the model. This is indeed the case when Ca2+ and K+ are bound
to ammonia and formaldehyde. Geometry distortions triggered
by polarization are also important to get the correct basicity
ordering in some cases (e.g., Ca2+ binding with the bases HCN
and methylamine), and in others, where the trend is already
correct without including geometry distortions, to obtain more
reliable energy differences.

In other cases, the energy associated with covalent interactions
is important in determining the basicity ordering, or in signifi-
cantly modulating the values of the binding energy differences.
An example of the former situation is provided by the
association of HCN and CH2O with Na+ or Be2+ where, only
after including the covalent interactions in the model, is the
correct ordering obtained. An example of the latter situation is
the interaction of Be2+ with formaldehyde and ammonia. After
including electrostatic+ polarization effects the model correctly
predicts ammonia to be more basic than formaldehyde. How-
ever, the corresponding energy gap becomes almost three times
smaller when covalent interactions are included in the calcula-
tion.

In summary, while the correct ordering of basicities for Li+

can be obtained just through inclusion of electrostatic and
polarization contributions, in the case of Ca2+ it is necessary to
include geometry relaxation contributions, while, quite unex-
pectedly, for Na+, K+, Be2+ and Mg2+ cations covalent
contributions, although small, must be taken into account to
achieve the correct ordering. Therefore, simple models based
on ion-dipole interactions alone, which are frequently used in
the literature to explain affinity trends in ion-molecule reac-
tions, are generally not likely to be reliable.
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